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MONDAY
Intro to Statis tic Inference

1. Descriptive vs 
Inferential statistics

2. Population, sample and 
sampling distribution

3. Null Hypothesis testing
4. Correlation and 

interpretation

Workshop structure (draft)

1. Choosing a statistical 
test

2. t-test family
3. chi-squared 
4. correlation
5. Chi-squared distribution

1. Model assumptions
2. Interpretations
3. Chi-squared distribution

WEDNESDAY
More about inferential s ta ts

TODAY
Linear & Logis tic Regres s ion

1. Linear Regression
2. Multiple Linear 

Regression
3. Model Assumption
4. Logistic Regression
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Our goal in the next 40 min

In this session, we will cover some of the basic 
statistical models and its properties such as:

1. Simple Linear Regression

2. Multiple Linear Regression

3. Linear Model Assumptions

4. Logistic Regression
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Presenter
Presentation Notes
Over the next forty minutes, my goal is to give you an introduction to sampling and estimation, and statistical hypothesis testing. Before we get started though, I want to say something about the big picture. Statistical inference is primarily about learning from data. The goal is not longer merely describe and explore our data, but to use the data to draw conclusion about social phenomenon and the world. To motivate the discussion, I want to spend few minutes talking about a philosophical puzzle known as the riddle of induction, cause it emphatises an issue that will pop up over and over again throughout the entire workshop: statistical inference relies on assumptions. This sounds like big bad thing.



Simple Linear Regression
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Presenter
Presentation Notes
Over the next forty minutes, my goal is to give you an introduction to sampling and estimation, and statistical hypothesis testing. Before we get started though, I want to say something about the big picture. Statistical inference is primarily about learning from data. The goal is not longer merely describe and explore our data, but to use the data to draw conclusion about social phenomenon and the world. To motivate the discussion, I want to spend few minutes talking about a philosophical puzzle known as the riddle of induction, cause it emphatises an issue that will pop up over and over again throughout the entire workshop: statistical inference relies on assumptions. This sounds like big bad thing.
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The mathematical equation

y = b0 + b1 * x1
Simple 
Linear 

Regression

Presenter
Presentation Notes
Sloped a line x y and axes
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y = b0 + b1 * x1

The mathematical equation

Simple 
Linear 

Regression

Dependent variable (DV)

Presenter
Presentation Notes
And let's go through these variables and coefficients one by one.
So this is the dependent variable the dependent variable something you're trying to explain for instance

something that you're trying to understand how it depends on something else X is your independent variable
how does a person's salary change with the years of experience that he has.
So in that case why would be the dependent variable or how What grade does a student get.
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y = b0 + b1 * x1

The mathematical equation

Simple 
Linear 

Regression

Dependent variable (DV) Independent variable (IV)

Presenter
Presentation Notes
X is your independent variable 

In this case and the simple integration only have one independent variable.
So we don't even have to call X Y or we could just call X and this is the variable that is.
�You're assuming that it is causing the depend variable to change or as we will learn further.
Sometimes the independent variable might not be a direct causal factor but it's still there might be an implied association between the two.





12th June 2020                                                                                      Intro to Inferential statistics with R       c.utrillaguerrero@maastrichtuniversity.nl

y = b0 + b1 * x1

The mathematical equation

Simple 
Linear 

Regression

Dependent variable (DV) Independent variable (IV)

Coefficient

Presenter
Presentation Notes
B1 is the coefficient for the independent:

And it kind of says how the effect or how a change in X-1 a unit change in x y and we'll be talking about this a lot.
Unit changes a unit change in X-1 how that affects a unit change in Y.
Connector between Y and X1
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y = b0 + b1 * x1

The mathematical equation

Simple 
Linear 

Regression

Dependent variable (DV) Independent variable (IV)

CoefficientConstant

Presenter
Presentation Notes
And Bo is the constant or sometimes refers as intercept. We will talk about it in few seconds



Look at the simple Linear regression
Simple Linear Regression:
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Representation in a graph: x and y axis
Simple Linear Regression:

Salary (Euro)

Experience

12th June 2020                                                                                      Intro to Inferential statistics with R  c.utrillaguerrero@maastrichtuniversity.nl

Presenter
Presentation Notes
Here we got x and y asis

Lets talk about this specific example HOW people salary depend on their experience. We look at the evidence so



Repesentation in a graph: dots as observed data
Simple Linear Regression:

Salary (Euro)

Experience
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Presenter
Presentation Notes
So here some observation we have:



Repesentation in a graph: dots as observed data
Simple Linear Regression:

Salary (Euro)

Experience
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Repesentation in a graph: dots as observed data
Simple Linear Regression:

Salary (Euro)

Experience
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Repesentation in a graph: dots as observed data
Simple Linear Regression:

Salary (Euro)

Experience
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how salary is distributed among people
Simple Linear Regression:

Salary (Euro)

Experience
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Presenter
Presentation Notes
At different levels of experience



Repesentation in a graph: observed data
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1
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Repesentation in a graph with the equation
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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Presenter
Presentation Notes
We just salary equals to….



Add best fitting line for linear regression
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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Presenter
Presentation Notes
This is the best line that approximate this data. What does it mean? 



Identify parameters in the graphs: Constant
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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Presenter
Presentation Notes
Constant



Identify parameters in the graphs: Constant
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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30K

Presenter
Presentation Notes
Well the that actually means the point where the line crosses the vertical axis and let's say it's $30000.
What does that mean.
Well it means that when B1 is experience is zero.. So when as you say on the horizontal axis when experience is at zero in the formula on the right you. can see that the second part BE1 Times experience becomes zero so salary equals zero.

That means that salary will equal to $30000 when a person has no experience so soon somebody is know fresh from University and joins this company. Most likely they will have a salary about $30000. You know there will be some confidence intervals there but we won't go into that right now. Just we can say that according to this model that person will be probably getting paid $30000.




Identify parameters in the graphs: Slope
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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30K

Presenter
Presentation Notes
B1 is the slope of the line: the more experience, more money they get extra year of experience



Identify parameters in the graphs: Slope
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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30K

+1yr

Presenter
Presentation Notes
Lets say example some one from 4 5 yrs of experience

In this particular example let's say somebody went from I don't know maybe four to five years experience
right. So then to understand how his salary increase you have to project this onto the line and then project




Identify parameters in the graphs: Slope
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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30K

+1yr

+10k

Presenter
Presentation Notes
that onto the salary access and you can see that here for one of your experience the person will get an extra ten thousand dollars on top of his salary.



All linear parameters in the best fitted line
Simple Linear Regression:

Salary (Euro)

Experience

y = b0 + b1 * x1

Salary = b0 + b1 * Experience
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30k

+1yr

+10k

Presenter
Presentation Notes
EXPERIENCE WILL YIELD MORE INCREASE IN SALARY

PRETTY MUCH HOW SIMPLE LINEAR REGRESSION: using observation that we have in order to find best fitting line



How linear regression find best fitting line?
Simple Linear Regression:

Salary (Euro)

Experience
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Presenter
Presentation Notes
How to find this best fitting line???

So here's our simple your aggression.
The same chart salary versus experience.
We've got these red dots which represent the actual observations that we have in our data and we've
got the trend line which represents the best fitting line or the simple linear regression model.




How linear regression find best fitting line
Simple Linear Regression:

Salary (Euro)

Experience
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Presenter
Presentation Notes
So here you can see that the Red Cross is where that person is sitting at in terms of salary so let's: person 10 years experience earn 50000 euros

Well the model line. So the blackline at the bottom it actually tells us where that person should be sitting according to the model in terms of salary and according to models should be a bit lower.




How linear regression find best fitting line
Simple Linear Regression:

Salary (Euro)

Experience
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Yi observed

Yi fitted

Presenter
Presentation Notes
Green line is actually the differences between she is earning and she should be learning



How linear regression find best fitting line
Simple Linear Regression:

Salary (Euro)

Experience
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Yi observed

Yi fitted

Observed - Fitted

Presenter
Presentation Notes
Green line is actually the differences between she is earning and she should be learning



How linear regression find best fitting line
Simple Linear Regression:

Salary (Euro)

Experience
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Yi observed

Yi fitted

SUM (Yi observed - Yi fitted)2

Observed - Fitted

Presenter
Presentation Notes
SUM of squares -> 



How linear regression find best fitting line
Simple Linear Regression:

Salary (Euro)

Experience
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Yi observed

Yi fitted

SUM (Yi observed - Yi fitted)2 min

Observed - Fitted

Presenter
Presentation Notes
Min sum of squares, line with the smallest sum of squares possible



Linear Regression looks for min sum of 
squares to find the line which has the 
smallest sum squares possible, and its 

called, the best fitting line
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Multiple Linear Regression
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Presenter
Presentation Notes
Same thing but many variables
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Same thing but many variables into the model

y = b0 + b1 * x1
Simple 
Linear 

Regression

y = b0 + b1 * x1 + b2 * x2 +… + bn*Xn
Multiple 
Linear 

Regression

Presenter
Presentation Notes
Many combinations of b and x 
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Same thing but many variables into the model

y = b0 + b1 * x1
Simple 
Linear 

Regression

y = b0 + b1 * x1 + b2 * x2 +… + bn*Xn
Multiple 
Linear 

Regression

Dependent variable (DV)
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Same thing but many variables into the model

y = b0 + b1 * x1
Simple 
Linear 

Regression

y = b0 + b1 * x1 + b2 * x2 +… + bn*Xn
Multiple 
Linear 

Regression

Dependent variable (DV) Independent variable (IVs)

Presenter
Presentation Notes
Courses, time in work….
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Regressions

y = b0 + b1 * x1
Simple 
Linear 

Regression

y = b0 + b1 * x1 + b2 * x2 … + bn*Xn
Multiple 
Linear 

Regression

Dependent variable (DV) Independent variable (IVs)

CoefficientsConstant



Model Assumptions
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Presenter
Presentation Notes
Over the next forty minutes, my goal is to give you an introduction to sampling and estimation, and statistical hypothesis testing. Before we get started though, I want to say something about the big picture. Statistical inference is primarily about learning from data. The goal is not longer merely describe and explore our data, but to use the data to draw conclusion about social phenomenon and the world. To motivate the discussion, I want to spend few minutes talking about a philosophical puzzle known as the riddle of induction, cause it emphatises an issue that will pop up over and over again throughout the entire workshop: statistical inference relies on assumptions. This sounds like big bad thing.
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A Caveat: Assumptions of Linear Regression

1.Linearity
2.Homoscedasticity
3.Multivariate Normality
4.Independence of errors
5.Lack of multicollinearity

Presenter
Presentation Notes
Before we dive into the section I wanted to give you a quick heads up that there is a caveat around everything that we're doing with linear regressions linear regressions have assumptions and the assumptions are listed below linearity homos kids to city multivariate normality independence of errors and lack of multicollinearity. And before building a linear regression model you need to check that these assumptions are true. And then you can only proceed and be sure that you're building a good linear regression model. Well in this section we won't be focusing on that. We won't be focusing on the assumptions of linear regression in this section of the course but if you ever do need to build a linear regression then make sure that you don't just blindly follow the steps that I present to you in this section of the course but you do need to go back to the assumptions of the linear regression and research them and make sure that they are correct when you're building your regression




Logistic Regression
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Presenter
Presentation Notes
Are right let's do this logistic regression intuition and you could probably tell by my voice that I'm pretty excited.
There's some very interesting slides coming up and this is quite an important topic. But at the same time it is quite challenging so a quick heads up there will be some math and I've done a few run through of this presentation already and I really will try my best to convey everything in the simplest way possible.
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What we know

Linear Regression:
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What we know

Linear Regression:
- Simple
y = b0 + b1 * x
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What we know

Linear Regression:
- Simple
y = b0 + b1 * x

- Multiple:
y = b0 + b1 * x1 + … + bn*Xn
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What we know
We know this:
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What we know
We know this:

Salary (Euro)

Experience



12th June 2020                                                                                      Intro to Inferential statistics with R  c.utrillaguerrero@maastrichtuniversity.nl

What we know
We know this:

Salary (Euro)

Experience

y = b0 + b1 * x
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What is new: Logistic regression
We know this:

Salary (Euro)

Experience

y = b0 + b1 * x

This is new:

Presenter
Presentation Notes
What they do is they send out email offers to customers with like a proposal to buy certain products.  So what they do is basically they send out a offer in the in e-mail to a lot of customers to purchase
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Logistic regression
We know this:

Salary (Euro)

Experience

y = b0 + b1 * x

This is new:
Action (Y/N)

0

1

Age

Presenter
Presentation Notes
And here you got a sample of those customers that they contacted recently you've got their age and also you have a variable whether or not they took action. Did they buy product? Action take or not?
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Logistic Regression
We know this:

Salary (Euro)

Experience

y = b0 + b1 * x

This is new:
Action (Y/N)

0

1

Age

???

Presenter
Presentation Notes
We don’t know what to do: kind of correlation applies older people likely to take action. How can we model it?
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Logistic Regression
We know this:

Salary (Euro)

Experience

y = b0 + b1 * x

This is new:
Action (Y/N)

0

1

Age

???

Presenter
Presentation Notes
Let’s try linear regression
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Logistic Regression: what if predict the 
probability or likelihood a person taking the 
offer? Action (Y/N)

0

1

Age

Presenter
Presentation Notes
Let’s look this in a more details:

Instead of trying to predict exactly what's going to happen for any given person let's imagine a person and let's say we want to predict for that person knowing their age we want to predict whether they will take up the offer or not.
But instead of predicting exactly whether they're going to take it up or not. How about instead we will predict the probability rules will state a probability or a likelihood of that person taking up that offer.
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Logistic Regression: this part make sense to get 
probabilities

Action (Y/N)

0

1

Age

Presenter
Presentation Notes
This part makes sense to get probabilities:

And when you think of it that way the linear regression line or at least that part that's in the middle between 0 and 1. It makes sense right. Well it makes some sense because that is basically it's telling you that anybody between those ages. So those people between 35 and 55 they anything in-between. Any person that falls in between that age there is a probability of them taking up this offer and their probabilities is increasing as we move to the right as we take more and more older people are pre-build is increasing.
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Logistic Regression: this part does not make 
sense to get probabilities (<0>1)

Action (Y/N)

0

1

Age

Presenter
Presentation Notes
 but the parts that don't make sense at all are the ones at the top at the bottom because a probably can never be less than zero. It can never be above 1. So what is the linear regression trying to give us a hint about here.  give us a hint about here. Well what it's probably saying what we could interpret as is that people above that age that nominal age we said 55 above that age they they are very very likely take off or actually more than more than
100 percent. So basically they're definitely taking it up. Anybody below 35 on the other side on the left they're definitely not taking it.  So essentially what we're saying is if we take that approach then we would have to replace the original line with a line that looks like that so let's just cut those bits off and replace them with horizontal
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Logistic Regression

Action (Y/N)

0

1

Age

Presenter
Presentation Notes
original line with a line that looks like that so let's just cut those bits off and replace them with horizontal
ge of a person. So that's a very basic understanding and that's kind of the start of our understanding of intuition
behind logistic regression.





Logistic Regression
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y = b0 + b1 * x

Presenter
Presentation Notes
Scientific approach



Logistic Regression
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y = b0 + b1 * x

Presenter
Presentation Notes
If you apply this into sigmoid function and then you solve for y in the sigmoind function then:



Logistic Regression
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y = b0 + b1 * x

Presenter
Presentation Notes
Over the next forty minutes, my goal is to give you an introduction to sampling and estimation, and statistical hypothesis testing. Before we get started though, I want to say something about the big picture. Statistical inference is primarily about learning from data. The goal is not longer merely describe and explore our data, but to use the data to draw conclusion about social phenomenon and the world. To motivate the discussion, I want to spend few minutes talking about a philosophical puzzle known as the riddle of induction, cause it emphatises an issue that will pop up over and over again throughout the entire workshop: statistical inference relies on assumptions. This sounds like big bad thing.



Logistic Regression
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y = b0 + b1 * x

Presenter
Presentation Notes
Over the next forty minutes, my goal is to give you an introduction to sampling and estimation, and statistical hypothesis testing. Before we get started though, I want to say something about the big picture. Statistical inference is primarily about learning from data. The goal is not longer merely describe and explore our data, but to use the data to draw conclusion about social phenomenon and the world. To motivate the discussion, I want to spend few minutes talking about a philosophical puzzle known as the riddle of induction, cause it emphatises an issue that will pop up over and over again throughout the entire workshop: statistical inference relies on assumptions. This sounds like big bad thing.
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Logistic Regression

Presenter
Presentation Notes

So there's our graph there is our independent variable there is our outcome yes or no.
So that's the why the dependent variable.
And there are observations in our data set based on these observations.
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Logistic Regression

X
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Logistic Regression

X

Y (Observed DV)
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Logistic Regression: best fitting line that fits our 
data

X

Y (Observed DV)
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Logistic Regression: we created the model

X

P (probability)
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Logistic Regression: we predict this probability

X

P (probability)

20 30 40 50Let’s take 4 random observations
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Logistic Regression: what we need to do to get 
the probability of this 4 random variables?

X

P (probability)

20 30 40 50
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Logistic Regression: we need to project them in 
the curve

X

P (probability)

20 30 40 50

Presenter
Presentation Notes
We got blue observation -> fitted values
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Logistic Regression: if you need the probabilities, 
then it has to be projected to the left

X

P (probability)

20 30 40 50
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Logistic Regression: who is the least/most likely 
to take the offer?

X

P (probability)

20 30 40 50

p = 0.7%

p = 23%

p = 85%

p = 95.4%
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Logistic Regression: I want a prediction instead 
probabilities

X

P (probability)
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Logistic Regression: get predicted (fitted) values

X

Y (Observed DV)
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Logistic Regression: get predicted (fitted) values

X

Y (Observed DV)
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Logistic Regression: get predicted (fitted) values

X

Y (Observed DV)

Y (Fitted DV)
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Logistic Regression: select a threshold line

X

Y (Fitted DV)

0

1

0.5
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Logistic Regression: if predicted probability is 
less than 50% then we predict 0

X

Y (Fitted DV)

0

1

0.5
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Logistic Regression: if predicted probability is 
less than 50% then we predict 0

X

Y (Fitted DV)

0

1

0.5

y pred = 0y pred = 0
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Logistic Regression: anything above this threshold 
are predicted YES

X

Y (Fitted DV)

0

1

0.5

y pred = 0y pred = 0
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Logistic Regression: anything above this threshold 
are predicted YES

X

Y (Fitted DV)

0

1

0.5

y pred = 0y pred = 0

y pred = 1y pred = 1

Presenter
Presentation Notes
Probabilities and predicted values is doing same as linear regression
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Let’s do it in R!!

Presenter
Presentation Notes
Probabilities and predicted values is doing same as linear regression
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